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CONSPECTUS: Radiation damage to DNA is usually considered in
terms of UVA and UVB radiation. These ultraviolet rays, which are
part of the solar spectrum, can indeed cause chemical lesions in DNA,
triggered by photoexcitation particularly in the UVB range. Damage
can, however, be also caused by higher energy radiation, which can
ionize directly the DNA or its immediate surroundings, leading to
indirect damage. Thanks to absorption in the atmosphere, the
intensity of such ionizing radiation is negligible in the solar spectrum
at the surface of Earth. Nevertheless, such an ionizing scenario can
become dangerously plausible for astronauts or flight personnel, as
well as for persons present at nuclear power plant accidents. On the
beneficial side, ionizing radiation is employed as means for destroying
the DNA of cancer cells during radiation therapy.
Quantitative information about ionization of DNA and its components is important not only for DNA radiation damage, but also
for understanding redox properties of DNA in redox sensing or labeling, as well as charge migration along the double helix in
nanoelectronics applications. Until recently, the vast majority of experimental and computational data on DNA ionization was
pertinent to its components in the gas phase, which is far from its native aqueous environment. The situation has, however,
changed for the better due to the advent of photoelectron spectroscopy in liquid microjets and its most recent application to
photoionization of aqueous nucleosides, nucleotides, and larger DNA fragments.
Here, we present a consistent and efficient computational methodology, which allows to accurately evaluate ionization energies
and model photoelectron spectra of aqueous DNA and its individual components. After careful benchmarking, the method based
on density functional theory and its time-dependent variant with properly chosen hybrid functionals and polarizable continuum
solvent model provides ionization energies with accuracy of 0.2−0.3 eV, allowing for faithful modeling and interpretation of DNA
photoionization. The key finding is that the aqueous medium is remarkably efficient in screening the interactions within DNA
such that, unlike in the gas phase, ionization of a base, nucleoside, or nucleotide depends only very weakly on the particular DNA
context. An exception is the electronic interaction between neighboring bases which can lead to sequence-specific effects, such as
a partial delocalization of the cationic hole upon ionization enabled by presence of adjacent bases of the same type.

1. INTRODUCTION

Nucleic acids are oxidized by reactive oxygen species (ROS) or
directly by high-energy radiation. Formation and mobility of a
cationic hole in nucleic acids attract attention due to several
reasons. First, oxidation of nucleic acids causes serious
structural defects of genomic DNA, for example, single and
double strand breaks.1 These changes may lead to mutations
and ultimately to cancer.2 Next, mobility of a cationic hole plays
also an important role in redox sensing and redox labeling.3

Charge transfer along DNA strands also forms the mechanistic
basis for nucleic acid based nanoelectronics.4 Indeed, ionized
DNA represents a remarkable material. It has been found, for
instance, that charge can migrate along the double helix to
distances as large as 200 Å.3,5 Charge is ultimately trapped in
sites with low ionization energy; guanine bases typically serve
for this purpose.6,7

DNA is a complex electrochemical system as hundreds of
redox sites need to be considered at once. The essential step
that can clarify DNA oxidation at a molecular level is to

describe basic physicochemical characteristics of DNA
components in their native environment. These encompass
ionization energies, reorganization energies, redox potentials,
and equilibrium constants of protolytic reactions both in the
neutral and ionized state.8−10 Let us assume an example of
cationic hole transfer in a nucleic acid. The rate constants of
charge transfer can be calculated within the Marcus theory,
provided that we know the potential of the driving force of
charge transfer ΔG, the electronic coupling between a donor
and acceptor V12, and the reorganization energy λ.5,11 These
quantities are estimated from the ionization energies of donor
and acceptor moieties in their native environment.11

There has been an enormous effort to characterize the above
quantities theoretically and experimentally. In either case, the
investigation of the DNA oxidation faces serious conceptual
problems. As the computational requirements increase
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(typically nonlinearly) with the system size, theory attempts to
follow the reductionist path, that is, understand the redox sites
in DNA based on calculations on isolated DNA fragments, that
is, bases, nucleosides, and nucleotides. Such an approach cannot
be accepted without reservation. The properties of the redox
sites may be sensitively controlled by isomerism, conformation,
hydration, specific interaction between DNA subunits, or
presence of counterions.12,13 These various effects can be at
the same time nonadditive. It is thus in no way guaranteed that
calculations will converge fast upon increasing model size
toward DNA. Experimentally, the oxidation of nucleic acid
components has been straightforwardly studied by photo-
electron (PE) spectroscopy.14−22 However, here again the gas
phase and cluster systems are not directly linked to the real
DNA in its native environment. Ionization parameters of
solvated nucleic acid fragments could be estimated only
indirectly.23 The newly emerged liquid microjet technique24,25

allowed for the first time to directly access ionization energies
in hydrated systems, with sufficient system solubility being the
only major technical hurdle. Ionization energies of aqueous
nucleotides, nucleosides, and larger DNA fragments have been
recently estimated by PE experiment and quantum chemical
calculations and interpreted with the use of theory.26,27

In this Account, we focus on computational modeling of
ionization of hydrated DNA within a bottom-up approach. Our
work in this field was aimed at interpreting the PE spectroscopy
experiments of DNA and its fragments in liquid micro-
jets.13,26,27 To this end, a fast, yet reliable approach allowing for
screening large number of structures was needed. We argue that
calculations based on simple dielectric based solvent models
combined with properly selected hybrid density functional
theory (DFT) functionals represent practical computational
counterparts, as well as interpretative tools, for the state-of-the-
art PE experiments. We particularly emphasize the role of
nuclear and electronic solvation polarization effects which
extend beyond the immediate solvent shell around the solute.
Based on calculations of realistic DNA fragments, we formulate
the minimal model one can use to mimic properties of redox
sites in DNA, providing a detailed molecular picture of the
primary events of direct radiation damage and redox processes
in DNA in its native aqueous environment.

2. IONIZATION ENERGIES: VERTICAL VERSUS
ADIABATIC

We aim at accurate, yet efficient, modeling of ionization
energies (IEs) of hydrated nucleic acid components and nucleic
acid fragments using methods of molecular quantum mechanics
accounting for solvent effects. The vertical ionization energy
(VIE) is defined as the energy difference between an ionized
and parent molecule at the geometry of the parent molecule,
while for the adiabatic ionization energy (AIE) the geometry of
the ionized species is relaxed; see Figure 1. Experimentally, VIE
is directly obtained from PE spectroscopy, while AIE can be
estimated from the onset of a PE spectrum, providing that the
vibrational wave functions of the parent and ionized molecules
overlap sufficiently. AIE is also equal to the free energy change
connected with the corresponding oxidation reaction and as
such it is related to the absolute redox potential of the redox
pair. The difference between VIE and AIE is called the
relaxation energy λ (Figure 1), which is another important
quantity in the theory of charge transfer reactions.

3. CALCULATING IONIZATION ENERGIES: IS DFT
GOOD ENOUGH?

Nucleic acid components in solution are rather extended
systems with complex interactions. DFT represents a computa-
tionally efficient approach allowing for direct investigation of
systems with hundreds to thousands of atoms.28 At the same
time, its accuracy needs to be validated. Let us compare here
the DFT approaches with computationally more demanding
alternatives.
The lowest ionization energy (corresponding to ionization

from the HOMO orbital) is calculated as a difference between
the ground state energy of the ionized species and that of the
parent species, typically using the unrestricted formalism. DFT
generally exhibits lower spin contamination compared with
wave function based methods and is, therefore, typically
applicable for description of ionized states.28 While the spin
contamination can be projected out, for example, in the HF and
MP2 calculations,27 the spin projection is reliable only for
systems with small spin contaminations.29 At the same time,
DFT contains the self-interaction error which causes problems
for open shell systems and potentially results in artificial charge
delocalization between molecular units.11 It turns out that the
cationic hole formed upon ionization is to a large degree
localized even for DNA strands composed solely of guanine
units. Local and semilocal DFT functionals fail to predict the
charge localization. The artificial charge delocalization is,
however, to a large extent fixed by using hybrid functionals
with a high content of exact exchange.30

Calculated IEs sensitively depend on basis set, especially for
anionic precursors.31 The differences for neutral precursors are
typically much smaller as can be seen for the results for isolated
nucleic acid bases in Table 1. The basis set dependence of the
IEs is further reduced upon adding the solvent (for uracil, we
performed BMK calculations for up to the aug-cc-pVQZ basis
and the VIE is converged with respect to basis set to 0.03 eV).
Table 1 also demonstrates that basis set saturation is rather fast
for DFT methods.
As we see from a comparison with more advanced electronic

structure methods in Table 1, the hybrid DFT functionals are
well suited for modeling of ionization in DNA systems. Note at
this point that the same functionals are not necessarily suitable
for modeling the structure of the nucleic acid systems, especially

Figure 1. Vertical (VIE) and adiabatic (AIE) ionization energy and
their difference, that is, the reorganization energy λ. The energy curves
are plotted along a generalized solvent coordinate. Red stands for the
reduced state before ionization, while Ox stands for the oxidized state
after ionization.
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due to the poor description of dispersion interactions
important, for example, for base pair stacking.32 This issue is,
however, of little relevance for the present work focusing on IEs
of either individual DNA components or in the context of a
piece of DNA the geometry of which is kept rigid. It would,
however, be important for modeling of chemical rearrange-
ments subsequent to photoionization of DNA.33 In studies
reported here, we use mostly the BMK functional with the aim
of putting calculations of the lowest two IEs at the same
methodological footing (vide infra). This in effect meant
recalculating some of the IEs from our previous studies,13,26,27

albeit with only minor changes of the actual values.
Higher IEs (i.e., those corresponding to the ionizations of the

HOMO-1, etc., electrons) can be estimated from Koopmans
theorem. While the theorem holds exactly for the HOMO
within exact DFT, the orbital energies and ionization potentials
differ significantly for commonly used approximate functionals.
Recently, it has been shown that the DFT Koopmans theorem
performs surprisingly well up to ∼30 eV IEs for the
nonempirically tuned range separated density functionals.34 It
follows from Table 1 that orbital energies for these functionals
indeed represent a very good approximation to ionization
energies of the bases.

Another strategy to calculate higher ionization energies is to
directly calculate energies of the parent species and the ground
and excited states of the ionized species:

= +−IE IE EE (ion)n nHOMO HOMO

where n is the index of the excited state and EE stands for
excitation energy. The highly efficient TDDFT method
employed here represents a pragmatic approach to achieve
this goal even for large systems. The excited states of the ions
could be in principle calculated more accurately, for example,
using multireference methods36,39 such as CASPT2 or using the
SAC-CI method;40 however, at orders of magnitude higher
(and, therefore, prohibitive for larger systems) computational
costs.
The TDDFT calculations should be executed with caution

for systems with open shell reference. Excitations involving the
singly occupied molecular orbital (SOMO) are typically
described reliably within the TDDFT approach, with problems
appearing in situations where SOMO acts as a spectator
orbital.41 From this point of view, it is good news that only
excitations into the SOMO orbital are relevant for modeling
ionization energies of an originally closed shell molecule (see
Figure 2). Another potential problem connected with the
TDDFT method is the appearance of spurious charge transfer
states. These states can be efficiently eliminated by choosing
hybrid functionals with a high content of exact exchange42 or
via long-range corrected (LC) functionals. Table 1 also
demonstrates that under these circumstances the standard
linear-response DFT/TDDFT approach works very well for
low-lying ionization energies of nucleic acid bases. This highly
efficient approach provides reliable results also for larger
complexes, for example, IEs for a stacked thymine dimer are
calculated 8.67 and 9.36 eV, compared to 8.78 and 9.30 eV
calculated with the EOM-IP-CCSD/cc-pVTZ basis.35

Ionization of nucleic acid bases in the gas phase has been
studied by post-Hartree−Fock methods such as MP2 or
CCSD(T), multireference methods, EOM approaches or using
strategies based on Green function formalism.36,43,44 They all
converge to similar values of IEs, which are, however, different
from those encountered in fully solvated DNA. In particular,
the EOM-CCSD-IP method45 became frequently used in
recent years to study ionization properties of DNA frag-
ments.30,46,47 For large systems, however, these methods
become prohibitively expensive.

Table 1. Two Lowest VIEs of Nucleic Acid Bases in the Gas Phase Calculated with Different Electronic Structure Methods (The
Second VIE for the BMK Method Was Evaluated As the Sum of the Lowest VIE and the Lowest Excitation Energy of the
Ionized Species at the Geometry before Ionization)

base → G A C T U

BMK/6-31+G* 8.08/9.64 8.34/9.32 8.78/9.39 9.09/10.09 9.55/10.19
BMK/aug-cc-pVTZ 8.05/9.64 8.32/9.32 8.79/9.44 9.07/10.13 9.54/10.23
tuned LC functional BNL/6-31+G*a 8.16/9.52 8.46/9.33 8.95/9.61 9.12/9.96 9.66/10.22
tuned LC functional BNL/aug-cc-pVTZa 8.14/9.50 8.46/9.31 8.95/9.58 9.14/9.93 9.69/10.20
EOM-IP/6-31+G* 7.91/9.64 8.15/9.20 8.57/9.23 8.95/9.97 9.35/10.07
EOM-IP/cc-pVTZb 8.15/9.86 8.37/9.37 8.78/9.55 9.13/10.13 9.64/10.38
CASPT2c 8.09/9.56 8.37/9.05 8.73/9.42 9.07/9.81 9.42/9.83
exptd 8.0−8.3/9.90 8.38/9.45 8.89/9.55 9.19/10.14 9.6/10.13

aThe LC functional was tuned such that the HOMO energy matches the lowest VIE.34 bTaken from ref 35 (except for U). cTaken from ref 36.
dData taken from compilation in refs 21, 37, and 38.

Figure 2. Calculation of ionization energies of tighter bound electrons
by adding the excitation energies to SOMO within the ionized species
to the lowest ionization energy. The green arrow points to the
excitation in which SOMO is involved, while the red-crossed black
arrow points to the excitation where SOMO is a spectator.
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4. INCLUDING SOLVENT EFFECTS: IS POLARIZABLE
CONTINUUM GOOD ENOUGH?

A critical aspect underlying modeling of ionization of DNA and
its components under biologically realistic conditions is a
proper description of hydration. A new charged species is
formed during ionization of a DNA base. Solvation energy of
this nascent ion contributes significantly to the energetics of the
ionization process. Starting with a rather crude Born model, the
solvent correction to VIE of the neutral molecule is given as

πε ε
Δ = −

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

e
r

VIE
8
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1

solv

2
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where r is the radius of the ion, e is elementary charge, and εopt
is the optical (high-frequency) part of the dielectric constant.
The optical part of dielectric constant appears in the formula
since the nuclei are considered frozen during the vertical
ionization process. In contrast, the solvent shift of the AIE,
where full relaxation of the environment takes place, is due to
both electronic and nuclear polarizations. The εopt has a value
of around 2 for both aqueous and DNA environments, while
the total dielectric constant of water is 80 and the total
dielectric constant of the DNA environment was recently
estimated to be around 8.48 The screening effects of the
electronic and nuclear polarization thus differ only by about a
factor of 2 (note that the dielectric constant appears in the
denominator in energy expressions). Indeed, the solvent shift is
typically ∼1 eV shift for the VIE and ∼2 eV for the AIE for
neutral solutes.29 Also, based on the above considerations the
interface between DNA and the aqueous solution is practically
seamless with respect to effects on VIEs and even the effect on
AIEs is minor (of the order of 0.1 eV).
Finally, the Born formula allows us to estimate the error

introduced by simulations of the ionization in finite size
systems. Asking for VIE accuracy of 0.2 eV, we need a water
cavity with a diameter of about 1.8 nm which corresponds to
about 200 water molecules. These semiquantitative consid-
erations show that the often used microsolvation ap-
proach,13,22,49−53 that is, gradual addition of a very small
number of solvent molecules can hardly account for the very
important bulk solvation effects.13 Present day ab initio
simulations typically allow for an explicit treatment of tens of
solvent molecules within MD simulations which is, however,
still not enough to fully converge the solvent effect. Such
simulations can be accelerated by multilayer calculations, that is,
within the ONIOM scheme or using QM/MM techniques. An
interesting possibility used on several occasions in the context
of nucleic acid ionization is employing the effective fragment
potential (EFP) method, which takes into account electronic
polarization and granularity of the solvent while keeping the
computational expenses manageable.54,55 Electronic polar-
ization is, however, treated only within the linear response
approximation.
The by far computationally most efficient way of including

solvent effects is provided by dielectric continuum methods.
There are various mutations of the dielectric continuum
models; in our work we mostly rely on the polarizable
continuum model (PCM) variant of the self consistent reaction
field (SCRF).56 The continuum approaches to solvation have
been used in many applications.48 Their use for the ionization
process is, however, specific and needs to be done with
care.57,58 Only the electronic degrees of freedom (responsible

for the optical part of the dielectric constant) should be allowed
to relax during the VIE calculations, which is achieved via the
nonequilibrium PCM (NEPCM) approach.29,59−62 In contrast,
the nuclear part of the dielectric response to ionization needs to
be also included for the AIE calculations, e.g., when calculating
the redox potentials or acidity constants.63−68

The dielectric models are developed within the linear
response regime, ignoring the specific strong solvent−solute
interactions. Therefore, they work reasonably well for neutral
solutes. Applicability of the approach to ions is less well
guaranteed as important specific effects connected, for example,
with hydrogen bonds are missing.69 By definition, we always
encounter ions during the ionization process. This problem can
be circumvented in the so-called cluster-continuum mod-
els,13,26,31,70−72 which combine the microsolvation approach
with dielectric continuum models. Nevertheless, it has been
demonstrated recently that for DNA bases adding several
explicit water molecules into the PCM cavity has only a
minimal effect on the values of IEs.73

5. IONIZATION OF HYDRATED NUCLEIC ACID
COMPONENTS

Individual gas phase or microhydrated nucleic acid components
have been modeled extensively.30,36,46,48,49,51−55,74−76 Their

Figure 3. Structures of nucleic acid bases: from left to right guanine,
adenine, cytosine, thymine, and uracil. We employ standard color
coding, that is, carbon = cyan, nitrogen = blue, oxygen = red, and
hydrogen = white.

Table 2. Lowest (first) and Second Lowest Vertical
Ionization Energies (VIE) and Adiabatic Ionization Energy
(AIE) of Nucleic Acid Bases in the Gas Phase and in the
Aqueous Environment Calculated at the BMK/6-31+G*
Level

VIE AIE

base first gas second gas first aq second aq gas aq

G 8.08 9.64 7.29 9.18 7.68 5.84
A 8.34 9.32 7.59 8.77 8.10 6.21
C 8.78 9.39 8.03 8.58 8.66 6.64
T 9.09 10.09 8.05 9.37 8.82 6.60
U 9.55 10.19 8.42 9.43 9.29 6.93

Table 3. Ionization Characteristics for Nucleosidesa

VIE AIE

nucleoside
first
gas

second
gas

first
aq

second
aq gas aq

guanosine 7.86 9.44 7.26 8.96 7.41 5.85
adenosine 8.14 9.13 7.57 8.73 7.82 6.22
cytosine 8.46 9.17 7.84 8.49 7.98 6.54
deoxythymidine 8.56 9.66 7.81 9.06 8.27 6.46
uridine 8.96 9.84 8.19 9.21 8.69 6.82

aConformations closest to the structural arrangement in the DNA are
considered.
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modest size allows for application of high level electronic
structure methods, with the price being only an indirect relation
to biologically relevant aqueous environments.27 Here, we
employ the DFT/TDDFT framework, typically using the BMK
functional77 with the 6-31+G* basis set, together with the
(NE)PCM model of the solvent,56 yielding IEs with accuracy of
∼0.2−0.3 eV. Such accuracy is sufficient for assigning and
interpreting photoelectron spectra of aqueous DNA compo-
nents.26,27 Our most recent study, focused on determination of
the related redox potentials by a combination of photoelectron
spectroscopy and ab initio calculations, demonstrated the
applicability of the present approach also for modeling primary
redox processes.78 This is also due to the fact that a significant
part of our error is systematic (for the studied systems PCM
tends to underestimate the solvent effects on IEs by 0.1−0.2 eV
and the DFT method also has a comparably small systematic
shift), which allows for higher accuracy in determining relative
values when comparing different aqueous DNA components.78

In addition, the present computational approach is highly
efficient, allowing for screening of a large number of molecular
systems.
The primary oxidation sites are the nucleic acid bases (Figure

3). Their calculated VIEs in the gas phase and in water
represented by NEPCM are shown in Table 2. The purine
bases, adenine and, in particular, guanine have lower ionization
energies than the pyrimidine bases, cytosine, thymine, and
uracil. The ordering remains the same in the aqueous phase,
but the VIEs are all shifted down compared to the gas phase by
about 1 eV. This shift is the effect of electronic polarization of
the aqueous environment surrounding the bases. Nuclear
relaxation pertinent to AIE adds further energy lowering of
1.2−1.4 eV. The effect of hydration on ionization energies is
well captured within the PCM approach with additional
microhydration changing the values by around 0.1−0.2 eV.13

Test calculations for one of the bases, uracil, also show that
employing another widely used continuum solvation model
(SMD)79 leads only to minor changes of the two lowest VIEs,
yielding 8.23 and 9.48 eV (compare to last line in Table 2).
This is in line with a recent comparison of several continuum
solvation models.80 Unlike in the gas phase, tautomerism does

not play an important role for the ionization of the bases in
water as only one or two tautomers are populated at ambient
conditions.
Direct comparison of the calculated IEs with the PE

experiments is impaired by the low solubility of the isolated
bases.78 Nevertheless, the VIEs can be compared for the more
soluble nucleosides (see Table 3), demonstrating a very good
performance of the present computational approach.26,78 The
effect of the sugar on the VIE is negligible for purine
nucleosides due to large separation of orbital energies between
the sugar and the base. The sugar has a slightly larger effect for
the pyrimidines in the gas phase. In water, the effect of adding
ribose or deoxyribose on the VIE is, however, always smaller
than 0.2 eV (Tables 2 and 3).
The phosphate anion in nucleotides represents a potentially

significant perturbation of the electronic structure of the system
(see Tables 4 and 5). First, the extra electron of the anion is
typically weakly bound. On top of that, the negative charge of
the anion destabilizes the neighboring electrons on the base
leading to decrease of VIE in the gas phase by more than 2 eV.
Both effects are, however, suppressed in water, where lowest
ionization takes place from the base and the VIEs are almost
the same as for the nucleosides.
Let us discuss in more detail the stabilization effect of water

for isolated phosphate anions (see Table 5 and Figure 4).
Monovalent H2PO4

− anion is electronically stable already in the
gas phase with a calculated VIE around 5 eV, close to the
experimental value of 5.06 eV.81 In water, the calculated VIE
shifts to about 9 eV due to a strong solvent stabilization of the
anion. The dielectric continuum model is acceptable but not
fully quantiative for the monovalent anion as documented by
Figure 4 (right), which shows the VIE convergence with
number of explicit water molecules. The limiting value of 9.65
eV for 64 explicit water molecules embedded in a dielectric
continuum is already in a good agreement with the experiment.
The solvent effect is even more pronounced for the doubly
charged HPO4

2− anion which is not stable in the gas phase and
for which the convergence in VIE with the number of explicit
water molecules embedded in a dielectric continuum is slower
(Figure 4, left). Note that while the protonation state has a
sizable influence on the value of the VIE of the aqueous
phosphate ion, the effect of counterions is much smaller.31

Finally, within the context of DNA components, we have
shown recently that adding explicit water molecules into the
PCM cavity has only a minor effect on the lowest ionization
energy (with ionization originating from the base) of singly and
even doubly charged nucleotides.82

6. IONIZATION OF DNA: A BOTTOM-UP APPROACH
Nucleic acid bases within the native DNA specifically interact
via hydrogen bonds and stacking interactions with neighboring
bases or electrostatically with the charged backbone, water, and

Table 4. Ionization Characteristics for Nucleotidesa

VIE AIE

nucleotide first gas second gas first aq second aq gas aq

GMP− 5.68 5.71 7.23 8.38 5.15 5.82
AMP− 5.81 5.94 7.53 8.38 5.16 6.19
CMP− 5.85 5.94 7.82 8.45 5.17 6.51
deoxyTMP− 5.85 5.92 7.77 8.46 5.15 6.43
UMP− 6.08 6.20 8.13 8.48 5.30 6.78

aConformations closest to the structural arrangement in the DNA are
considered.

Table 5. Ionization Characteristics of the Remaining Nucleic Acid Components

VIE AIE

others first gas second gas first aq second aq gas aq

ribose 9.62 9.83 8.61 9.83 8.96 7.00
deoxyribose 9.52 10.21 8.59 10.21 8.80 6.76
HPO42 5.13 5.25 8.79/9.65a 8.90 4.33 7.88
HPO4

2− unstable unstable 6.91/9.0a 7.35 unstable 5.25

aHybrid explicit solvent/NEPCM model.
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the counterions. Such a highly organized environment could in
principle lead to significant changes in the ionization character-
istics compared to individual aqueous bases,83 however, it turns
out that the effect is rather modest.27 This is demonstrated here
on a fully hydrated (with counterions) piece of DNA, the so-
called Dickerson dodecamer (DD),84 and its fragments. The
corresponding VIEs are presented in Figure 5. Note that the
long-range solvent polarization has a dominating role on
calculated VIEs.

Let us now follow the gradual turning on of the specific
interactions for the guanine molecule (Figure 5). Aqueous
guanine has the lowest VIE among the bases of 7.2 eV. This
value is shifted down by 0.2 eV upon hydrogen bonding with
cytosine. The stacking with cytosine has only a negligible effect
on the VIE since the electronic resonance with a unit of
significantly higher VIE is negligible. There is, nevertheless, a
drop of 0.3 eV in the VIE for the CGstack ≡ CGstack tetramer.
This is mostly due to electronic interactions between the two

Figure 4. Lowest vertical ionization energy of HPO4
2−(H2O)0−64 (left) and H2PO4

−(H2O)0−64 (right) in the gas phase (blue symbols) or in solution
modeled via a hybrid explicit solvent/NEPCM approach (orange symbols). Adapted with permission from ref 31. Copyright 2012 American
Chemical Society.

Figure 5. Vertical ionization energies (in eV) of the Dickerson dodecamer and its fragments. The aqueous environment is modeled by PCM, with
the gas phase VIE values presented in parentheses. The VIE of the whole dodecamer (neutralized by sodium cations) was estimated by polarizable
embedding27 of guanine (at the BMK/6-31+G* level) into DD (at the PM6 level). The upper row shows fragmentation of DD to hydrogen bonded
thymine dinucleotide and an adenine dinucleotide (TpT = ApA), hydrogen bonded AA and TT stacks (TTstack = AAstack), AAstack and TTstack and A =
T base pair, and finally to adenine and thymine bases. The lower row show analogous fragmentation to hydrogen bonded cytosine-guanine
dinucleotides (CpG ≡ CpG), two hydrogen bonded CG stacks (CGstack ≡ CGstack), CGstack stack and C ≡ G base pair, and finally to guanine and
cytosine bases. The fragments were capped with hydrogen atoms if needed. No further optimization was performed.
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guanine units. Such effect can be described neither by the
dielectric environment, nor within the QM/MM or QM/QM
schemes. The minimum DNA model to be used, for example,
in modeling the transport processes or sequence specific effects
should thus contain at least two stacks of hydrogen bonded
bases in a single QM region. The dielectric continuum solvent,
nevertheless, safely screens the sugar−phosphate backbone
with the counterions.

7. CONCLUSIONS

The emerging photoelectron experiments in microjets provide
hitherto unavailable benchmarks for theoretical calculations of
ionization energies in aqueous solutions. These measurements
yield, however, only fragmentary data; therefore, theoretical
modeling is imperative for full mechanistic understanding of
DNA ionization and subsequent hole or electron transfer.
Based on comparison to aqueous photoelectron spectroscopy
and benchmark calculations we argue that carefully chosen
variants of density functional theory can be used for accurate
modeling of ionization spectra and primary redox properties
(before subsequent deprotonation reactions and thus hardly
accessible to standard electrochemical methods) of DNA
components within the native environment of the double
helix. It is however imperative to account for long-range
polarization effects of the aqueous solvent, which is achieved
within the dielectric continuum models.
The present results demonstrate that specific interactions

between the subunits of DNA are efficiently screened by the
aqueous solvent and, consequently, the ionization character-
istics can be modeled by focusing on individual aqueous
fragments (i.e., bases, nucleosides, or nucleotides). The
remarkable screening ability of the aqueous solvent thus
facilitates modeling of ionization in this highly complex
biomolecular system employing an additive approach. The
residual nonadditivity stems from electronic interaction
between adjacent base pairs, which should be accounted for
most accurate modeling.
In summary, we present here a robust and computationally

efficient quantum chemical methodology for calculating vertical
and adiabatic ionization energies of DNA and its components
in the native aqueous environment. Vertical ionization energies
directly correlate with peaks in photoelectron spectra in liquid
microjets,26,27 while the adiabatic ionization energies can be
related to threshold ionization values of aqueous DNA
interesting also from the point of view of the possibility of
DNA ionization by the UV edge of the solar spectrum.85,86

Moreover, reorganization energies, calculated as differences
between VIEs and AIEs, can be combined with results from
photoelectron spectroscopy78 to provide accurate estimates of
redox potentials corresponding to primary redox processes in
DNA.
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